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An Evaluation of the Effectiveness of Adaptive 
Histogram Equalization for Contrast Enhancement 

JOHN B. ZIMMERMAN, MEMBER, IEEE, STEPHEN M. PIZER, EDWARD V. STAAB, J. RANDOLPH 
PERRY, WILLIAM MCCARTNEY, AND BRADLEY C. BRENTON 

Abstract-Adaptive histogram equalization (AHE), a method of con- 
trast enhancement which is sensitive to local spatial information in an  
image, has been proposed as a solution to  the problem of the inability 
of ordinary display devices to depict the full dynamic intensity range 
in some medical images. This method is automatic, reproducible, and 
simultaneously displays most of the information contained in the gray- 
scale contrast of the image. However, it has not been known whether 
the use of AHE causes the loss of diagnostic information relative to the 
commonly-used method of intensity windowing. In  the current work, 
AHE and intensity windowing are  compared using psychophysical ob- 
server studies. 

In studies performed a t  North Carolina Memorial Hospital, expe- 
rienced radiologists were shown clinical CT  images of the chest. Into 
some of the images, appropriate artificial lesions were introduced; the 
physicians were then shown the images processed with both AHE and 
intensity windowing. They were asked to assess the probability that a 
given image contained the artificial lesion, and their accuracy was mea- 
sured. The results of these experiments showed that for this particular 
diagnostic task, there was no significant difference in the ability of the 
two methods to depict luminance contrast; thus, further evaluation of 
AHE using controlled clinical trials is indicated. 

I. INTRODUCTION 
ODERN imaging devices such as computed tomog- M raphy (CT) and magnetic resonance (MR) scanners 

provide images with a large range of contrast information. 
Unfortunately, the range of display able intensities avail- 
able on common display devices such as CRT’s or film is 
insufficient to display all this information simultaneously. 
The usual solution to this problem is to apply a contrast 
enhancement mapping such as intensity windowing (or 
more precisely, global linear min-max windowing, to be 
defined hereafter) to the image to display the information 
of interest. This approach has the difficulty that it throws 
away much of the available information; with intensity 
windowing it is often necessary to apply several windows 
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to the data in order to see the information available in 
different intensity ranges of the image. Further, intensity 
windowing requires manual intervention by the physician 
or technician to produce satisfactory results; often this 
manipulation must be repeated when the original film set 
is inadequate for complete interpretation. 

An alternative method for contrast enhancement has 
been proposed by Pizer et al. [l J which has the property 
that it is adaptive to local information in the image. This 
method, adaptive histogram equalization (AHE), allows 
information in all intensity ranges of the image to be 
viewed simultaneously. It also has the advantages that it 
is automatic (i.e., no manual intervention is required) and 
is thus reproducible from study to study. Preliminary 
evaluation of AHE has shown that it has promise for rou- 
tine use in a clinical setting; however, before this can be 
realized, it must be demonstrated that AHE does not cause 
a loss of diagnostic information relative to intensity win- 
dowing in most circumstances. 

As a first step in this demonstration, this paper de- 
scribes psychophysical observer experiments which as- 
sess the relative effectiveness of AHE and global linear 
min-max windowing in allowing the detection of contrast 
while using gray-scale display for a particular diagnostic 
task. 

11. DESCRIPTION OF THE Two CONTRAST ENHANCEMENT 
MODALITIES 

In the current studies, adaptive histogram equalization 
was compared to the most common clinical method of 
contrast enhancement, global linear min-max window- 
ing. In this section these two contrast enhancement meth- 
ods are briefly described. 

Due to the coherence of objects within an image, the 
information about an object is generally contained in some 
subrange of the intensity values in the image. Global lin- 
ear min-max windowing attempts to exploit this object 
coherence by enhancing the contrast within a subrange of 
the intensity values at the expense of the remaining inten- 
sity values. As shown in Fig. 1, a subrange or window of 
the data is chosen and these intensity values are linearly 
remapped to occupy the entire range of the display device. 
A single such mapping is applied to the entire image. In- 
tensity values lying above or below the window are 
mapped to the maximum and minimum possible intensity 
values, respectively. The result is that the contrast of pixel 
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Fig. 1. Global linear min-max windowing. 

values within the window is enhanced while information 
in other parts of the image is discarded. If other areas of 
the image are to be visualized, a new window must be 
chosen. Frequently, multiple windows are necessary to 
see all the information of interest in a clinical image. 
While standard windows can be selected to show partic- 
ular areas of interest for a given anatomical region and 
imaging modality, manual intervention is usually neces- 
sary for the best results. 

An alternative technique for contrast enhancement 
which has been widely used is global histogram equali- 
zation [2]. In this method, the intensity values in the im- 
age are altered such that the resulting image has a constant 
intensity histogram. This transformation may be accom- 
plished by the use of the cumulative distribution function 
of the pixel intensities as the intensity remapping func- 
tion. Such images utilize the available display levels well, 
but because the contrast enhancement is based on the sta- 
tistics of the entire image, some levels will be used for 
the depiction of parts of the image which are diagnosti- 
cally unimportant, such as the background. 

Adaptive histogram equalization attempts to overcome 
the limitations of global linear min-max windowing and 
global histogram equalization by providing most of the 
desired information in a single image which can be pro- 
duced without manual intervention. In this technique, de- 
veloped independently by Ketcham et a l . ,  Hummel, and 
Pizer et al .  [3]-[5], the contrast enhancement mapping 
applied to a particular pixel is a function of the intensity 
values immediately surrounding the pixel. The basic 
method is illustrated in Fig. 2. For each pixel in the im- 
age, a region centered about the pixel, called its contex- 
tual region, is assigned. The intensity values in that region 
are used to calculate a histogram equalization mapping 
which is then applied to the pixel in question. The result 
is an image in which the mapping applied to each pixel is 
different and is adaptive to the local distribution of pixel 
intensities rather than the global information content of 
the image. In practice, this produces an image in which 
different objects whose intensity values lie in different 
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Fig. 2. Adaptive histogram equalization. The contextual region shown is 
a square of n X n pixels about a pixel at location ( x ,  y ) .  

Fig. 3.  Adaptive histogram equalization. The original image is shown in 
the upper left. The upper right image has been processed with AHE. The 
lower left image is windowed to show the lungs; the lower right to show 
the mediastinum. 

subranges of the intensity values are simultaneously vis- 
ible. 

In the method just described, the mapping for each pixel 
is determined by calculating a histogram equalization 
based on the pixel’s contextual region. This method works 
well, but is too slow for implementation on a general- 
purpose computer, requiring about 2 h to process a 512 
X 512 image on a VAXl1/780 computer. An alternative 
algorithm approximates the mapping required for each 
pixel by choosing a small number of contextual regions 
within the image and calculating the mapping for a given 
pixel as a bilinear interpolation of the mappings derived 
from nearby contextual regions. This interpolated version 
of AHE gives results which are very close to the uninter- 
polated version. A full description of this method may be 
found in Pizer [5]. Interpolated AHE allows 512 X 512 
medical images to be processed in a few tens of seconds 
on a general-purpose minicomputer or a few seconds on 
many special-purpose image processing systems. 

An example of interpolated AHE is shown in Fig. 3 .  
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Here, an original chest CT image is shown along with two 
windowed versions, one intended to depict the lung area 
and the other the mediastinum, and the same image pro- 
cessed with AHE. It is clear that AHE allows the simul- 
taneous visualization of the major vessels in the medias- 
tinum and the pulmonary vessels. It should be noted that 
unlike windowing and global histogram equalization, 
AHE does not preserve the rank ordering of the intensity 
values; that is, if two pixels a and b are such that I ,  < Ib 
in the original image, this relationship may not be pre- 
served in the AHE image, particularly if the pixels are 
spatially separated. Thus, quantitative comparisons of 
pixel intensities in different areas of the image are not 
possible using AHE images; however, such comparisons 
are not often needed in images used for diagnosis. 

111. EXPERIMENTAL METHODOLOGY 
In order to evaluate the effectiveness of the two contrast 

enhancement methods described in the last section, for- 
mal observer studies were undertaken at North Carolina 
Memorial Hospital. The goal of these studies was to eval- 
uate the methodologies using observer tasks which were 
as clinically realistic as possible while still allowing the 
results to be analyzed by well-understood statistical meth- 
ods. In this section, the experimental methodology which 
was used is presented. 

A .  Overview of the Experiment 
A receiver operating characteristic (ROC) rating exper- 

iment was performed to compare the ability of AHE and 
interactive global linear min-max windowing to depict lu- 
minance contrast. In this experiment, a set of test images 
was prepared from a number of normal CT images of the 
chest. In each normal image, four sites were chosen for 
the insertion of simulated lesions, two sites in the lungs 
and two in the mediastinum. For each field (lungs and 
mediastifium), three simulated lesions were prepared. The 
lesions varied in their linear size and gray-scale intensity. 
The linear sizes were chosen as appropriate for the given 
field; the intensities were chosen such that when a lesion 
was inserted into an image it was very subtle. From each 
normal image, twelve additional images were generated, 
each image having one of the lesions inserted at one of 
the selected sites. From each of these images, another im- 
age was prepared by processing the given image with 
AHE. The complete test set consisted of the normal im- 
ages with no processing applied, the normal images with 
the lesions inserted and no processing applied, the normal 
images processed with AHE, and the normal images with 
the lesions inserted processed with AHE. In order that 
there be equal numbers of images with and without the 
artificial lesions, copies of the images without lesions in- 
serted were included. The test set was then presented in 
random order to three trained radiologists. 

For those images not processed with AHE, the observ- 
ers were asked to perform interactive linear min-max 
windowing on the appropriate image field (lungs or me- 
diastinum). After they had completed the windowing task, 

they were presented with a replica of the lesion placed to 
the side of the image and the exact location of the pro- 
spective lesion was indicated with removable crosshairs. 
For those images processed with AHE, the observers were 
shown the lesion replica and the crosshairs immediately. 
In all cases, they were asked to rate their confidence that 
a lesion of the type depicted was present at the indicated 
site. 

The task presented to the observers was thus one of de- 
tection of luminance contrast; the data constituted the re- 
sults of a rating scale experiment from which a receiver 
operating characteristic curve could be derived, giving or- 
dered pairs of true positive versus false positive responses 
for any desired level of observer confidence [6]. The data 
were analyzed using the CORROC program developed by 
Metz and his collaborators for correlated ROC data [7]. 
Observer performance was computed separately for each 
site in the image and for each simulated lesion. The areas 
A,  under the ROC curves and their standard deviations 
were calculated and used to compare the two modalities 
for a given site and lesion; the modalities were assumed 
to have no difference in their ability to depict luminance 
contrast if the difference in the areas of the two ROC 
curves was less than a preset criterion. The results were 
evaluated for two discrimination criteria, differences of 
1.5 and 2.5 standard deviations in the areas under the ROC 
curves for the two contrast enhancement methods. In the 
following sections, more detail is given regarding the 
preparation of the test data and the experimental protocol. 

B. Preparation of the Test Data 
I )  Selection of Normal Images: The set of normal chest 

images were chosen from CT scans of five separate pa- 
tients who were classified as having no pathology in the 
areas of interest. The images were obtained on a Tech- 
nicare 2060 CT scanner; the preliminary selection of im- 
ages was done by an experienced radiologist. The images 
were taken from the scanner in digital form. The inten- 
sities in each image were calibrated in Hounsfield units, 
with the CT intensities approximately in the range - 1000 
to + 1200; their spatial resolution was 512 X 512 pixels. 
From about 100 slices in five patients, 32 slices were cho- 
sen. Adjacent slices were avoided to maximize anatomi- 
cal differences between slices and reduce the possibility 
of memorization of normal variation by the observer. 
These 32 images were used to generate images for ob- 
server training and for the conduct of the actual experi- 
ment. 

2) Lesion Site Selection: In each image, four sites, two 
sites in the lungs and two in the mediastinum, were cho- 
sen for the insertion of artificial lesions. The criteria for 
site selection were the presence of appropriate natural 
anatomy and the prevalence of real lesions at that site in 
clinical practice. Similar, but not identical, sites were 
chosen in each base image. This selection scheme ensured 
that the observer’s task was approximately the same at 
each lesion site across the base set of images, a circum- 
stance which enhances the probability that the rating scale 
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data can be pooled across observers and images for each 
site. Selection of the sites was done with the collaboration 
of an experienced radiologist. An example of an image 
with an artificial lesion inserted at one of the chosen sites 
is shown in Fig. 4; the intensity of the inserted lesion has 
been exaggerated for illustrative purposes. 

The selection of multiple sites within the same image 
in two different image fields allows the comparison of a 
single AHE image with multiple different windowed im- 
ages; this is important in that one of the apparent diag- 
nostic advantages of AHE is that it allows the replacement 
of multiple windowed images with a single view which 
shows diagnostic information in many fields. 

3) Generation of ArtiJcial Lesions: The characteris- 
tics of the artificial lesions inserted into the chosen sites 
are given in Table I. A Gaussian intensity profile was cho- 
sen to approximate that which would be generated by a 
spherical tumor; the widths of the artificial lesions were 
chosen as appropriate to appear in the given field (lung or 
mediastinum). 

The intensity profile for a given lesion is given by 

Z(X, y )  = A ( Q )  exp { -(x2 + y 2 ) / 2 0 2 } .  (1) 
The variance of the Gaussian u2 determines the width of 
the lesion in pixels. There are two variances given in the 
table for each field (lung or mediastinum); the lesions cor- 
responding to these two variances will be referred to as 
the narrow and wide lesions. These widths correspond vi- 
sually to a noticeabie difference in lesion size. The peak 
intensity of the lesion is given by A ( Q ) ;  it depends on the 
local neighborhood fl of the lesion site, where Q is a 
square of side 5u, centered at (x ,  y ) .  

The function A (a)  must be chosen such that the lesion 
intensity is not too small, in which case insufficient in- 
formation will be conveyed to the observer and the ob- 
server’s decisions will proceed by guesswork, not too 
large, in which case the observer will make a correct 
choice on every trial and no discrimination of the contrast 
enhancement methods will be possible. A fixed lesion in- 
tensity is unacceptable, since it is well known that the 
ability of the eye to detect contrast is strongly dependent 
on both the mean intensity and the presence of structure 
in the near background of the lesion site. In addition, there 
is evidence [8] that the far background of the image also 
exerts influence on the detectability of the artificial lesion. 

Preliminary tests performed on the images used in this 
experiment indicated that the appropriate lesion intensi- 
ties must be chosen on an image-by-image basis. This 
choice was based on a simple measure of the structural 
complexity, the average absolute value of the Laplacian 
of the image intensity in a neighborhood Q of the lesion 
site. It was assumed that the desired peak intensity of the 
Gaussian A (0)  was given by 

A ( Q )  = a l V 2 1 ( x , y ) l  + b ( 2 )  
a linear function of the average Laplacian value over the 
region fl which is a square 5u on a side centered at the 
position ( x ,  y )  of the lesion site. 

Width ( U )  Height factor 

1.41 0.85 
2.0 1.15 
2.0 0.85 

Fig. 4. Artificial lesion inserted into image of Fig. 3.  The site shown is 
typical; the intensity of the lesion has been exaggerated for illustrative 
purposes. 

TABLE I 
PARAMETERS FOR THE ARTIFICIAL LESIONS. WIDTHS ARE GIVEN I N  PIXELS. 
THE HEIGHT FACTOR MULTIPLIES THE REQUIRED INTENSITY PREDICTED BY 

THE AVERAGE VALUE OF THE LAPLACIAN (SEE TEXT) 

I Lullgs I 

Mediastinum I 
I Lesion Number I Width ( U )  I Height factor I 

2.0 0.85 
2.82 I 1.15 I I 2.82 0.85 

To determine the appropriate parameters for this func- 
tion, a small number of the images (4) were examined by 
hand; for each of these an informal method of limits ex- 
periment was performed to determine the minimum de- 
tectable lesion intensity at each site. Since the detectabil- 
ity of a given lesion will be affected by the processing 
(windowing or AHE) done on the image at the time of 
observation, it was necessary to perform the method of 
limits determination after processing of the image. 

A plot was then made of the lesion intensities deter- 
mined by this method against the average Laplacian. A 
straight line fit of the data was made and the resulting line 
equation was used to determine the parameters a and b.  
A representative plot of the data and fitted line is shown 
in Fig. 5 for the lungs. The predicted intensities were 
checked during the execution of training runs to verify 
their appropriateness. Separate equations were used for 
the lung and mediastinal fields; no significant difference 
between the wide and narrow lesions was discernible, and 
the same coefficients were used for both. 

The use of A ( Q )  is an attempt to predict the intensity 
necessary for the Gaussian to appear approximately one 
just noticeable difference (JND) above the given back- 
ground in an image. Since there was the possibility that 
these predictions might be systematically biased such that 
the Gaussian would be either too bright or too dim, it was 
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decided that two different possible lesion intensities, re- 
ferred to as the dim and bright lesions, would be used at 
each site. These lesions were, respectively, 85 and 115 
percent of the intensity predicted by the average Lapla- 
cian measure. These numbers were chosen experimen- 
tally to change the detectability parameter of the ROC 
curve to bracket the predicted value. Thus, there were four 
possible lesions which could be inserted at a given lesion 
site, corresponding to two choices for the width and two 
choices for the intensity. In this experiment, only three of 
these possible lesions were used; it can be seen in Table 
I that the bright, wide lesion was omitted. 

4) Preparation of the Trial Images: The possible char- 
acteristics of a given trial image are shown in Table 11. 
Each image is described by a 6-tuple of parameters that 
gives the base image, the lesion site, the type of lesion, 
lesion presence, etc. Of the 32 selected normal images, 
24 were used as the base images for the generation of the 
trial set. Thus, there are 1152 possible trial images; all 
these were included in the trial set. In addition, approxi- 
mately 10 percent (128) of the possible images were cho- 
sen at random and included twice, giving a total of 1280 
images in the complete set. Hence, some images were 
seen twice by each observer, giving a check on the con- 
sistency of a given observer in rating the images. The 6- 
tuples for the 1280 images were generated and used to 
prepare the trial images in random order; this guaranteed 
no discernible pattern in the order of presentation. All cal- 
culations were made in the original range of the CT data 
and the final images were then scaled into the display 
range of the display device (0-255). 

For each image, the inserted lesion was prepared by 
prescaling it to correspond to the local image structure as 
previously described. The prescaled lesion was then added 
(or not) to the image at the correct site. No attempt was 

TABLE I1 
PARAMETERS FOR THE TRIAL IMAGES 

I Lesion Paranleter I Vdues I Comments I 
Base Image 
Lesion Field 
Lesion Type 
Lesion Site 
Processing 

Lesion Presence 
Redundancy Factor 

Total 

24 
2 
3 
2 
2 
2 

10% 

1280 

Chest CT scans 
Lungs or Mediastinuni 
As given in Table 1 
Site within the field 
AHE or windowing 
Present or absent 
Number of repeated images 

All coinhinations 

made to simulate the disarrangement of normal structure 
which would be present with real clinical lesions; the lin- 
ear extent of the artificial lesions was sufficiently small 
that no significant effects would be expected. The same 
lesion was inset into the upper left comer of the image to 
serve as a reference for the observer. A typical site for an 
artificial lesion is shown in Fig. 4. 

In addition to the trial set described above, the remain- 
ing 8 of the 32 normal images were used to generate 4 
runs of 64 images each for use in training the observers. 
No image was used both for the trial set and the training 
set. One of the 4 runs was used exclusively to familiarize 
the observers with the equipment and experimental pro- 
cedure; the other three formed an exhaustive set of three 
test images over all six parameters. These test runs were 
used to evaluate the choice of lesion parameters (shape 
and intensity) to ensure that they were reasonable. It was 
found that the scaling based on the average Laplacian pro- 
duced acceptable results, in that the observer perfor- 
mances as measured by the areas under the ROC curve 
were about 70-80 percent correct and relatively consistent 
for a given lesion type. That is, the observers were per- 
forming neither with a high degree of certainty, nor by 
guesswork. 

C. Selection of Observers 
Three observers were used in this study, all board-cer- 

tified physicians and experienced in the reading of chest 
CT scans. The observers were guaranteed that no results 
of the experiment would be associated with a particular 
observer. The experiment was designed to occupy no more 
than 25 h of reading time, including the necessary training 
time. The observers were trained in the use of the exper- 
imental programs and allowed to do test runs to familiar- 
ize themselves with the appearance of AHE images. 

D. Experimental Apparatus 
The trial images were displayed in gray-scale on a Tek- 

tronix 690SR RGB monitor using a Comtal 10/24 frame 
buffer. The Tektronix monitor has very stable perfor- 
mance; our experience has shown that its intensity display 
characteristics are stable on a time scale of weeks. The 
monitor was calibrated and converged prior to the begin- 
ning of the experiment and checked periodically through- 
out the course of the experiment. The display scale was 
linearized using the procedures described by Johnston et 
al.  [9]. The luminance range of the monitor was 6 X lop4 
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foot-lamberts for a driving intensity of 0 display units and 
26.2 foot-lamberts for a driving intensity of 255; the size 
of the displayable screen area was 26 X 26 cm2. Spatial 
and intensity resolution of the RGB monitor was some- 
what degraded relative to an equivalent monochrome 
monitor; however, careful control of lighting conditions 
allowed for excellent image quality. The images were dis- 
played at a resolution of 512 X 512 pixels on the Comtal 
10/24 frame buffer. 

E. Experimental Layout 
The observers were seated before the Tektronix moni- 

tor with the data tablet on a table in front of them. A light 
box was placed on top of the monitor facing away from 
the observers to provide an ambient light intensity of 3.3  
lux, similar to that used for the linearization of the mon- 
itor. The observers were allowed to position themselves 
comfortably; no attempt was made to constrain their 
movements. 

The physical environment of the observers was con- 
trolled insofar as this was possible in the experimental 
area. The room lights were extinguished and all extra- 
neous sources of light shielded except for the light box 
used ,for ambient illumination. The observers were seated 
at an average distance from the screen of 1 m, with the 
displayed image subtending an angle of 15 O . The observ- 
ers were required to acclimate themselves to the environ- 
ment for a period of 1-2 min before beginning the exper- 
iment. 

F. Observer Procedure 
The experiment was divided into 20 sessions of length 

approximately 1 h each. At each session, the observer was 
asked to rate 64 images. Before embarking upon these 
sessions, each observer performed four 1 h runs for train- 
ing purposes. Prior to the beginning of their training, the 
observers were required to read a document explaining the 
purpose and methods of the experiment and detailing the 
criteria on which their responses were to be based. After 
familiarization with the interaction devices and the use of 
the software, the observers did one training run of 64 im- 
ages in which they received feedback on the correctness 
of their answers. This allowed them to calibrate their per- 
ceptions against the appearance of the displayed images. 
Following this, they performed three training runs with- 
out feedback to provide them with further experience and 
to allow the calibration of the experimental procedure 
against their performance. The results of these training 
runs allowed minor adjustments in the experimental pro- 
cedure and the techniques for preparation of the trial runs 
to be made before the beginning of actual data collection. 

The observers were shown each image in the trial set 
and asked to provide a rating of their confidence that the 
simulated lesion was present. Table I11 shows the defini- 
tion of the five confidence categories. It should be noted 
that the rating scale is not symmetric; thus, there is no 
response in the category “lesion definitely present,” nor 
is there any equivocal category. This requires the ob- 

TABLE 111 
RATING CRITERIA FOR THE ROC RESPONSE CATEGORIES 

I Rating I Confidence I 
Definitely not present 
Probably not present 
Possibly not present 

Possibly present 
Probably present 

ROC’ 1 ROC 2 

0 F a l s e  Positive 1 

ROC 1 A z  ROC 2 A, 

Fig. 6. Comparison of the areas beneath two ROC curves. These areas 
correspond to the parameter A:, the percentage of correct answers. In 
this example, the method represented by ROC 1 is superior, since its 
area is greater. 

server to make a decision as to which belief was stronger, 
the presence or absence of the lesion. The observers were 
urged to employ all five rating categories, using a 0 re- 
sponse on the occasions when they were most certain the 
lesion was not present and a 4 response they were most 
certain that the lesion was present. 

G. Analysis of Results 
The result of the current experiments was a set of 1280 

ratings for each observer; these can be considered as the 
outcome of 24 simultaneous experiments (2  fields x 2 
sites per field x 3 lesions per site x 2 enhancement mo- 
dalities ). Each such experiment was analyzed separately 
using a program written by Metz et al. [7], CORROC. 
CORROC uses the maximum likelihood estimation tech- 
nique of Dorfman and Alf [ 101 to estimate the ROC curve 
due to a given set of data in the case where the images 
are correlated. In the present experiments, the images are 
correlated, since each image is shown at least twice, once 
as a windowed image and once as an AHE’d image. For 
experiments which produced similar statistical results, 
such as trials which used the same field and site but dif- 
ferent lesions, the results were pooled and reanalyzed. 
Goodness of fit estimations were also produced, allowing 
an analysis of statistical confidence. 

The principal statistic used in comparing two similar 
experiments using different contrast enhancement modal- 
ities was the area under the ROC curve A,; this is equal 
to the percentage of correct responses one would obtain 
from a two-alternative forced-choice experiment and gives 
an overall measure of the performance of a given meth- 
odology. Fig. 6 shows two typical ROC curves and the 
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Field W (1.50) W (2.50) A (1.50) 

Lungs 0 0 1 

Mediastinum 0 2 0 
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A ( 2 . 5 ~ )  None 

0 5 

0 4 

areas A, beneath them. This approach precludes the com- 
parison of the two enhancement methodologies at differ- 
ent levels of observer confidence; however, the integrated 
area is more stable against statistical fluctuations in the 
data. With the relatively small sample size used in the 
current experiment (approximately 50 data points per ex- 
periment), this is an important criterion. 

IV. RESULTS 
A summary of the results for each observer is shown in 

Table IV; the full results are given in Tables V-VII. In 
these tables, the headings of each column describe the 
parameters of a given experiment (lesion type, site, and 
processing modality) , the integrated area under the re- 
sulting ROC curve, and the standard deviation of the area. 
The standard deviations shown have been corrected for 
the correlation of the data by the CORROC program. 
There is no data pooling in these results. The sixth col- 
umn shows the number of standard deviations nu by which 
the areas of the two ROC curves differ. The seventh col- 
umn is the two-tailed p-value; it represents the confidence 
with which the null hypothesis, in this case that the two 
ROC curves have the same area, can be rejected. A small 
value of p indicates that the two areas being compared are 
unlikely to have arisen from the same underlying distri- 
bution. The final column indicates which, if either, 
method was found preferable. Those studies marked with 
a “W” showed a preference for windowing with a differ- 
ence in standard deviation of at least 1.5; those marked 
with an “A” showed a preference for AHE at the same 
level. The results were evaluated at two levels; if the en- 
try has no asterisk, the areas under the ROC curve differ 
by more than 1.5 standard deviations but less than 2.5 
standard deviations; if the asterisk is present, the areas 
differ by more than 2.5 standard deviations. To allow 
ready comparison, the data are arranged so that experi- 
ments with similar parameters (field, lesion type, lesion 
site, etc.) are adjacent with only the contrast enhancement 
modality different. The values of 1.5 and 2.5 standard de- 
viations correspond to two-tailed p values of 0.1336 and 
0.0124, respectively. 

For three cases, the CORROC program failed to con- 
verge. In these cases, the data were analyzed as if uncor- 
related using the ROCFIT program of Metz; this program 
performs a maximum likelihood estimation on uncorre- 
lated data. These results are shown with an “I” in the 
Results column. Experience showed that the values for (I 
derived using this method did not differ substantially from 
those derived with CORROC; thus it can be asserted that 
none of these three results shows any significant differ- 
ence between the two contrast enhancement modalities. 

A. Unpooled Results 
The results of the full experiment show that in most 

cases there is no significant difference in the diagnostic 
performance between the two modalities. For a difference 
of 1.5 standard deviations in the lung field, windowing 

Field 

Lungs 

Mediastinum 

W (1.50) W (2.50) A (1.50) A (2.50) None 

0 1 0 0 5 

1 1 0 0 4 

I I 

Field 

Lungs 

Mediastinum 

W (1.50) W (2.50) A (1.50) A (2.50) None 

0 1 1 0 4 

2 0 0 0 4 

I I I I I I I 

I Observer 3 I 

I I I I I I I 

TABLE V 

SITE, AND PROCESSING METHOD; THE AREA UNDER THE ROC CURVE A N D  
ITS STANDARD DEVIATION; THE NUMBER OF CORRECTED STANDARD 

AND THE RESULT. IN THE RESULTS COLUMN, THE LETTER INDICATES T H E  

PREFERRED METHOD (W = WINDOWING, A = AHE) A T T H E  1.50 LEVEL; 

RESULTS FOR OBSERVER 1. THE C O L U M N S  INDICATE THE LESION T Y P E .  

DEVIATIONS BY W H I C H  THE AREAS DIFFER; T H E  TWO-TAILED P - V A L U E ;  

THE ADDITION OF A N  ASTERISK INDICATES THAT THE RESULTS W E R E  
SIGNIFICANT AT T H E  2 . 5 ~  L E V E L .  AN 1 IN THE RESULTS C O L U M N  INDICATES 

THAT THE DATA W E R E  ANALYZED AS IF UNCORRELATED. THE LESION 
TYPES ARE AS GIVEN I N  TABLE I. N o  DATA POOLING WAS PERFORMED 

Observer 1 

I Lungs I 

significant difference was seen in 14 experiments. For 2.5 
standard deviations in the lung field, two experiments 

was superior in two experiments, AHE in two, and no showed windowing preferable; the rest showed no signif- 
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0.7237 0.0720 -0.4104 0.6815 
0.8679 0.0465 0.1426 0.8866 
0.8609 0.0496 0.1426 0.8866 

A 0.6378 0.0728 2.6395 0.0083 
W 0.7973 0.0573 -0.7875 0.4310 

2 0 W 0.8506 0.0524 2.6395 0.0083 W' 

__ 

31 1 

0 I 1 I A I 0.8440 

TABLE VI 
RESULTS FOR OBSERVER 2. NO DATA POOLING 

I Observer 2 I 

0.0516 -0.7875 0.4310 

I Lungs - 1  

Field W (1.56) W (2.56) I A (1.50) I A (2.56) I None 

1 
2 
2 

1 A 0.8779 0.0456 1.3777 0.1683 
1 W 0.7558 0.0708 I 
1 A 0.8268 0.0624 

I Medinstinurn I 
Field W (1.56) W (2.50) A (1.56) A (2.56) 

Lungs 1 0 1 0 

Mediastinum 2 0 0 0 

None 

1 

1 

TABLE VI1 
RESULTS FOR OBSERVER 3. No DATA POOLING 

I Observer 3 I 

2 I 1 I A 

I Lunm I 

0.6881 0.0744 -0.6317 0.5276 

Type 

I Medinstinum I 

Site Proc Area U I n, I pvd I Result 

icant difference. For 1.5 standard deviations in the me- 
diastinum, windowing was preferred in six experiments, 
AHE in none, and no difference was seen in 11 cases. For 
2.5 standard deviations in the mediastinum, three cases 

TABLE VI11 
SUMMARY OF RESULTS AFTER POOLING OF DATA ACROSS LESIONS SITES. 
THE COLUMNS ARE AS GIVEN IN TABLE Iv. THREE RESULTS ARE GIVEN, 

CORRESPONDING TO THE THREE DIFFERENT LESION TYPES AS GIVEN IN 
TABLE I 

Observer 1 

Mediastinum 

I Observer 2 r 

using windowing showed a significant difference and the 
remaining 13 showed no difference. Windowing did bet- 
ter in more cases in the mediastinum than in the lungs. 
This may be attributable to two factors: first, the overall 
data range in the mediastinum is usually less than in the 
lungs; hence, the amount of contrast enhancement which 
is achievable by windowing is greater. Second, the nar- 
rowness of the window width in the mediastinum is lim- 
ited by CT noise, whereas in the lung it is limited by the 
presence of normal structure. Little difference is seen be- 
tween observers compared to the intraobserver variation. 

B. Results Pooled Across Lesion Sites 
Given the full results, it appeared to be valid to pool the 

data for the same lesion when shown in the same field 
(lungs or mediastinum) but at different sites in the field. 
These results are summarized in Table VI11 and bear out 
the results from the full data in that in the lung field for 
1.5 standard deviations, no methodology seemed prefer- 
able (one experiment favored windowing, one AHE, and 
seven showed no significant difference) while in the me- 
diastinum for 1.5 standard deviations, five experiments 
showed windowing to be preferable while four showed no 
significant difference. For 2.5 standard deviations, only 
one experiment in the mediastinum showed windowing to 
be superior. 

One difference which was easier to see in the pooled 
data is the difference in detectability of the different le- 
sions. Lesions 0 and 2 appeared to be about equally de- 
tectable regardless of image field, while lesion l seemed 
to be more obvious than the other two. Lesion 1, as de- 
scribed in Table I, had the greatest intensity. The differ- 
ence in width of lesions 0 and 2 seemed to make no sig- 
nificant difference. 

C. Time Series Analysis 
One question of interest was whether the performance 

of the observers improved over time while conducting the 
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experiment. It might be expected that as observer famil- 
iarity with the AHE methodology increased, performance 
might improve. In order to investigate this possibility, the 
data pooled across the sites were arranged in the order in 
which the observer performed the runs; the rearranged 
data were divided into quarters and reanalyzed. The 
ROCFIT program was used since the division of the data 
precluded correlated analysis; this was not a drawback, 
since the purpose was to show trends in the data rather 
than absolute performance. There was no apparent in- 
crease in performance for the later runs. That is, the 4 h 
of training seems to have been adequate for the observers 
to learn fully to judge AHE’d images. No decline in per- 
formance was seen as a result of observer fatigue, either 
within a single trial run or over the course of the entire 
experiment. 

V. DISCUSSION AND CONCLUSIONS 
In interpreting the results above, two circumstances 

must be kept in mind. First, the task which the observers 
were asked to perform was extremely difficult. The arti- 
ficial lesions used had to be sufficiently subtle to allow 
some ambiguity in the interpretation of the image even 
when the exact location of the potential lesion was known 
exactly. Such lesions would be essentially undetectable in 
normal clinical practice. Given the preceding results, there 
is little question that both AHE and windowing are able 
to adequately depict supra-threshold contrast. 

Second, in evaluating the levels of significant differ- 
ence shown in Tables V-VIII, it must be realized that the 
criterion of a difference at the 1.50 level is very weak, 
with the corresponding p-value indicating a better than 1 
in 8 chance of such a result arising from chance. A dif- 
ference at the 2.50 level withp-value of 0.0124 is a much 
stronger criterion; however, the pooled data of Table VI11 
show that only one of the 18 results is significant at this 
level. Further, an examination of the actual percent cor- 
rect (column 4 of Tables V-VIII) shows that in only one 
of the unpooled results and none of the pooled results does 
the probability of a correct answer differ by more than 0.2 
between AHE and windowing. 

Thus, the results shown indicate that there is very little 
difference in the ability of global linear min-max win- 
dowing and AHE to depict gray-scale contrast in an im- 
age. It seems probable that windowing holds some advan- 
tage in areas of the body (such as the mediastinum or liver) 
where the amount of contrast enhancement is limited by 
the image noise rather than the presence of normal struc- 
ture; this advantage is unlikely to be realized in clinical 
practice, where the windows are usually not chosen as 
narrowly as in the current experiments. Given the fact that 
AHE is automatic and reproducible, further investigation 
through the use of controlled clinical trials seems desira- 
ble. 

Recently, Pizer et aE. [ 111, [ 121 have proposed a variant 

of AHE which limits the amount of contrast enhancement 
in areas of the image with low variability. This contrast- 
limited adaptive histogram equalization (CLAHE) pro- 
duces images in which the noise content of an image (such 
as is seen in the background of Fig. 3) is not excessively 
enhanced, but in which sufficient contrast enhancement is 
provided for the visualization of structures within the im- 
age. Images processed with CLAHE have a more natural 
appearance and facilitate the comparison of different areas 
of the image. However, the reduced contrast enhance- 
ment of CLAHE may hinder the ability of an observer to 
detect the presence of some significant gray-scale con- 
trast. Psychophysical investigations similar to those de- 
scribed in this paper are currently underway to determine 
the relative ability of AHE and CLAHE to depict gray- 
scale contrast. 
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