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Imaging: Photodiodes

Reverse-biased pn junction 
photodiode

A K

 Space charge and electric field

Nd , Na = donor and acceptor 
concentrations
Eg = energy gap between 
valence and conduction bands



Photodiodes

Absorption depth (typ. a few / few tens microns): distance at which the 
light drops by a factor 1/e

E-H pairs generated in neutral
regions diffuse in material 
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Photodiodes

pn junction, reverse biased; photogeneration inside depletion region 
and inside neutral region
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Photodiodes
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Photodiodes

The number of collected charges is
• linearly dependent on light level and exposure time and 
• nonlinearly dependent on wavelength

Iph = q h P0 / hn [C x W / J = C / s = A]

q elementary charge

h = h(l) external quantum efficiency (QE) 

(collected EH pairs / incident photons)

(see curves in datasheet)

P0 power of incident light

h Planck's constant  
} hn = light energy

n = c / l frequency
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Photodiode circuits

Basic circuit and the load line     (Vr = 6V, RL = 1 MW )

S.O. Kasap, Optoelectronics and Photonics: Principles and Practices, © Pearson Education



Principle of transimpedance 
amplifier (CCVS), Vout = RF Iph

Frequency response

Photodiode circuits

S.O. Kasap, Optoelectronics and Photonics: Principles and Practices, © Pearson Education



Active matrix 
addressing

Image sensors

Color acquisition

Three sensors

Single sensor +
RGB Bayer filter + 

interpolation
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X-Trans filter (Fuji)

PROs
Higher degree of 
randomness with an 
array of 6 x 6 pixel
units.
Without using an optical 
low-pass filter, Moiré
and false colours are 
eliminated while 
realizing high resolution.

CONs
increased processing 
requirements

Work in progress: Quantum Dots (see paper) 

https://fujifilm-x.com/global/products/x-trans-cmos/



Willard Boyle and George Smith, formerly of Bell Telephone 
Laboratories, in Murray Hill, N.J., shared the 2009 Nobel Prize in 
Physics for their invention of the charge-coupled device (CCD), 
the basis for digital imagery

CCD image sensors



Electrons generated by each
photodiode are sequentially
carried along a set of CCD 
shift registers towards a 
charge-to-voltage converter
(sort of CCVS)

CCD image sensors

hamamatsu.magnet.fsu.edu/articles/ccdanatomy.html

Register input + one cell
of a buried-channel CCD

(higher transfer efficiency,
easy charge transfer from ph.diode)

One register cell
in a basic surface-channel CCD



CCD image sensors

3-phase CCD



CCD image sensors

Problems:

• Dark current
• Transfer efficiency

e.g.: 99.9% single-transfer efficiency, HD frame size

0.999 ^ (1080+1920) = 0.0497    

→ 5% global efficiency for the farthest pixel

Actual efficiencies are above 0.999995 



CCD architectures

Full-frame: nearly 100% of surface is photosensitive. Must be protected 
from light during readout, by an electromechanical shutter.
• slow (bottleneck is serial register) 
• (beware: in photography slang, full-frame = size of old "35mm" film, 36x24 mm)

Frame-transfer: one-half covered with an opaque mask and used as a 
buffer. Fast (new exposure and readout of previous frame simultaneous). 
Shutter not needed
Interline-transfer: fast transfer to masked CCD. Shutter not needed

10x8 px 5x8 px 10x4 px



CCD architectures



CMOS image sensor
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CMOS architecture



“Fixed pattern” noise

A problem,

an opportunity (forensic applic.),       …and further problems



Industrial applications: datasheets

Hamamatsu Photodiode 
Technical Information

On Semiconductor is a spinoff
from Motorola (1999). In 
2014 they bought TrueSense
Inc. that was a spinoff from 
Kodak (2012)

See also: EM_CCD - Electron Multiplying CCD Cameras

http://www.hamamatsu.com/
http://www.onsemi.com/PowerSolutions/


High-Dynamic-Range (HDR) sensors - CMOS

Higher slope of response
→ even in low-

illuminance parts of the 
scene an acceptable 
SNR is achieved

noise level

Illuminance (lux)



[Tocci11]

HE, ME, LE:
High-, Medium-, 
Low-Exposure 
sensors

HDR imaging with multiple same-time acquisitions



Transmittance/reflectance 
(T/R) ratio is a function of 
angle. 

The first beam splitter is 
at a 45 deg angle and has 
T/R = 92/8

HDR imaging with multiple same-time acquisitions

(8% x 6% x 92%) Q

(8% x 94%) Q



1. CALIBRATION (relative):  The response of each LDR imager is 
determined via multiple expositions of the same subject with constant 
aperture, variable time.

- Value of pixel Z is a nonlinear function f of the amount of integrated 
light  X:  Z = f(X)

- X is the product between illuminance and exposure time:  X = E Dt

- f is supposed to be smooth and monotonic
- f -1 is determined via MMSE on a set of experiments (next slide)

Response curve of a digital camera. 
11 photographs taken at f/8 with 
times ranging from 1/30 to 30 s, 
in 1-stop increments. 45 pixel
locations observed across the 
image sequence.

CCD imagers produce linear output, 
but the curve shows that the 
camera nonlinearly remaps the 
data, to mimic the response 
curves found in film.

HDR imaging: merging LDR data



HDR imaging: merging LDR data
Debevec



2. DATA POOLING : The LDR contributions are mapped according to f^-1
and combined with suitably shaped weights

- (LDR images simplified to 4-bit sensors)
- OLD triangular: there are non-zero contributions from the LE sensor at low 

brightness values (like the sample illumination level indicated), even though the 
data from the LE sensor is coarsely quantized 

- NEW trapezoidal: use data from the higher-exposure sensor as much as possible 
and blends in data from the next darker sensor when near saturation.

HDR imaging: merging LDR data



Sequential HDR imaging: merging LDR data

Double-exposure approach:  z03_HDR_sequential....pdf

In case of moving image parts: deghosting algorithms
[z03_HDR_deghosting]

→ “Photographing the world as we see it with our own eyes”

→ Mixed same-time / sequential approach: Milanfar 2020 talk

→ Improve color quality: z03_sens1_QuantumDots



Scientific and industrial x-ray sensors

• X-ray beam alignment in 
synchrotron radiation facilities
[Hamamatsu]

Entrance window: Be is used for low-energy X-rays; Al, Fe, 
Cu for increasing energy levels

• Non-destructive
testing [see leaflet: 

Dalsa]



Medical x-ray sensors



A.k.a. Light-field imaging

CONCEPT: collect information also about the direction of the light rays
impinging on the sensor

Trade-off resolution with direction info: each pixel is no longer 
associated to rays hitting a position in the sensor from ‘all’ directions, 
but to a single ray → more pixels are needed for each image position

Applications:

• Depth estimation

• Synthetic refocusing after image acquisition

• Computer vision (see Sec.VII in paper below)

→ z03_LightField_Overview (theory, acquisition, super-resolution, 

depth estimation, compression, display, applications)

Plenoptic imaging



[Adelson 92]

The rich 
information 
available in 
(d) is lost on 
the sensor, 
where all light 
rays reaching 
a position 
from different 
directions are 
accumulated

Plenoptic imaging



By the way, note defocused object points in (d), not present in 
pinhole camera

In a conventional camera, depth-of-field is related to aperture

Circles of 
confusion

Plenoptic imaging



Plenoptic imaging



Replace the sensor in 
Fig.3 a/b/c with an 
array of pinhole 
cameras

Three lower-resolution 
images are formed: r, 
s, t. In-focus objects 
are aligned in the 
three images (a); 
close (b), and distant 
(c) objects are 
differently shifted. I.e., 
info about angle of ray 
incidence is preserved.

Plenoptic imaging



[RenNg05]

With microlens array
(out of scale drawing)

re-sorting pixels 
permits synthetic 
refocusing or 
generation of a 
stereoscopic image 
pair

Plenoptic imaging



Synthetic refocusing

Plenoptic imaging



Plenoptic imaging

Lightfields and sw @ Stanford Univ.:
lightfield.stanford.edu/lfs.html
→ Chess → view online

www.raytrix.de
video tutorials and technology

Depth map of a Lego pyramid

note perspective change (like in eccentric 
aperture approach seen earlier)

http://lightfield.stanford.edu/lfs.html


Plenoptic imaging

Depth estimation with 
conventional stereo camera



Plenoptic imaging



Multi-camera (2016)
16-sensors imaging: Light L16 camera
• 50 Mpx interpolated images   or
• synthetic 28-150 zoom   or
• HDR imaging   or
• select focus after shooting 

Multi-camera smartphones:
• same sensors, different lenses (standard and wide-angle)
• high- and low-sensitivity sensors pair → HDR

• color sensor + b/w sensor for fine details
• Depth-dedicated sensors through stereo or ToF

Dual-pixel sensors:
• improved autofocus, and more

→ z03_DualPix_Modeling_Defocus
→ z03_DualPix_2017

(ISSCC 2023: 4-Photodiode 50Mpx CMOS Sensor,
0.98e- Noise and 20Ke- Capacity)

Multi-camera and multi-pixel



3D imaging (even in your phone): Time of Flight (ToF)

May be used e.g. to blur the 
background in portraits (bokeh effect)

Used at first in 
front camera 
to help user 
identification



3D imaging: Time of Flight (ToF)

Max distance without phase 

ambiguity is d = c/2f = l/2

(e.g. 3*10^8/(2*10^7) = 15m

Range can be extended using
amplitude info to unwrap the 
phase

Control signals measure 
fraction of light energy in 

[0, p] and in [p/2+0,p/2+p],

respectively

Note: Df is a phase difference (radians)

f: IR light modulation frequency 
(e.g. 10 MHz)

Note: distance 
= flight path / 2

Df

Df



3D imaging: Time of Flight (ToF)

→ z03_ToFcamera_Infineon-REAL3
→ z03_ToFcamera_Theory
→ z03_ToF_Metalenses



Multispectral and Hyperspectral imaging



Multispectral and Hyperspectral imaging

VNIR: Visible and Near InfraRed
SWIR: Short Wave InfraRed



Multispectral and Hyperspectral imaging

Spectral signatures of targets are very diverse 
→ dense spectral sampling is needed
→ hyperspectral sensors



Multispectral and Hyperspectral imaging

PRISMA mission (ASI)

Pushbroom
scanning
and prism-
based
spectral 
analyser



Multispectral and Hyperspectral imaging

→

z03_Hyperspectral_
Imaging

Soil and 
Vegetation
Components 
for Precision 
Agriculture

PRISMA mission (ASI)


	Slide 1:        Imaging: Photodiodes
	Slide 2: Photodiodes
	Slide 3: Photodiodes
	Slide 4: Photodiodes
	Slide 5: Photodiodes
	Slide 6: Photodiode circuits
	Slide 7: Photodiode circuits
	Slide 8: Image sensors
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41
	Slide 42
	Slide 43
	Slide 44
	Slide 45
	Slide 46
	Slide 47

